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(Bock and Levelt, 1994)

A message is first mapped to functional structure
(e.g. chose active over passive), then planned
from left to right (positional processing)

Planning constituents is incremental 1planning

phonological detail even much more so!):

▶ In English SVO, SV is planned before
speech onset, but not O (e.g. Lindsley, 1975)

▶ Initial pitch tends to scale higher with
longer upcoming material, but only
length of initial constituents matter Fuchs

et al. (2013)

▶ Constituents with more ‘available’
referents tend to be ordered first (by

choosing passive over active; or by reordering

(e.g., ‘heavy-shift‘, ‘scrambling’, etc.)
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Do speakers of flexible-word order languages plan ahead more or less?
We might expect less:

Rigid word order preempts ordering available information early

Flexible word order enables it, facilitating incremental planning

E.g. V. Ferreira (1996), looking at flexible vs. inflexible ditransitives:

“When constructing a sentence allowed a syntactic choice, speakers gen-
erally constructed that utterance with fewer errors and more quickly.”

But actually: It takes longer to initiate speaking in Russian compared to
English (Myachykov et al., 2013)—although Russian is more flexible (and

norming showed speakers make use of this greater flexibility in the very stimuli used)

What about Estonian and German?
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Ots: Length effects on pitch scaling

“The planning increment is larger for Estonian than for German“

The plot suggests that the interaction (constituent*language) might mostly
be driven by a smaller length effect due to agents in Estonian, rather than a
smaller length effect due to patient in German

A more direct test of the hypothesis would be to look for an interaction just
based on patient-length effects on F0 in the two languages (since
patient-length effects are evidence for advance planning)

The smaller length-effect of agents in Estonian might alternatively reveal
that only part of the first NP was planned (Estonian more incremental?)
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Ots: Effects of length on pitch

“The planning increment is larger for Estonian than for German“

Potential further tests of the hypothesis:

How did the languages compare with respect to agent vs. patient length
effects on utterance initiation time (which is what Lindsley looked at)?

And: did pitch raising correlate with UIT within language?

This could establish that both measures reflect the same level of planning: Is
it advance planning of the utterance or advance planning of the message (cf.
Brown-Schmidt and Konopka, 2014, i.a.)?
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Ots: Effects of cognitive load

“F0 lowering in Estonian indicates internal load on (verbal) working memory
F0 raising in German suggests external load on working memory.“

It seems surprising to me that the same task poses different cognitive
challenges depending on language

Could it be that the reverse effects in the two languages reflect differences in
the intonational structure?

Ots, p.c., suggests that in Estonian, speakers tended to use H* accents, and
in German, LH* accents—maybe cognitive load leads to undershoot?
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Ots: Effects of cognitive load

“F0 lowering in Estonian indicates internal load on (verbal) working memory
F0 raising in German suggests external load on working memory.“

Potential further tests of the hypothesis:

Cognitive load shrinks the planning window (Ferreira and Swets, 2002;
Swets et al., 2007; Konopka, 2012)—so it should modulate the the length
effect on F0—does it?

Cognitive load should also modulate length-effects on UIT, and possibly
word order choices (word order choice is not reported here yet)

Testing for these effects could further strengthen the argument
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A higher level conclusion:

One source of variability in sentence prosody (in the case here: pitch scaling):

The window size of production planning is variable
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1
It was the humorist that was leaving the scene

This could answer one of two kinds of questions, revealing a structural ambiguity:

Connected Clause Parse (CC) 2

a. Who was leaving the scene?
It was ∼[[the HUMORIST]F that was leaving the scene]

Restrictive relative clause Parse (RRC) 3

b. Who called?
It was ∼[the HUMORIST was leaving the SCENE]F ]

Guo et al:

There’s a bias toward the CC parse in (a)

Prosody helps resolve the ambiguity (although both end in an RC)

The prosodic facts support metrical theories of prominence
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Why the prosodic difference? The production study made the RC material
given in CC structure:

Connected Clause Parse (CC) 4

a. Who was leaving the scene?
It was ∼[[the HUMORIST]F that was leaving the scene]

But not in RRC structure:

Restrictive relative clause Parse (RRC) 5

b. Who called?
It was ∼[the HUMORIST was leaving the SCENE]F

But the same prosodic difference seems likely without context—Why?
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Connected Clause Parse (CC) 6

a. Who was leaving the scene?
It was ∼[[the HUMORIST]F that was leaving the scene]

The relative clause encodes the question that the pivot of the cleft answers

In the absence of a context, we seem to assume that this question is the
already the salient QUD (why else was the utterance made?)

But this is actually just a tendency (Williams, 1997; Wagner, 2012; Hedberg,
2013; Büring, 2016, i.a.)—the RC in clefts can also encode new information:

7
The bank robbers left in a rush. It was the youngest one who drove the van.
(Wagner, 2012)

So the prominence in the CC is driven by context—or the preference about what
context we accommodate when there is none. What about the RRC parse?
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Restrictive relative clause Parse (RRC) 8

b. Who called?
It was ∼[the HUMORIST was leaving the SCENE]F

The RRC-parse has a preference for prominence within the RC (usually at
the end of)—why?

Could RRCs simply tend to have a focus structure that ends up making the
RC accented—so only the RC, not the head, is F-marked?

9

It was ∼[the humorist [that was leaving the SCENE]F ]

RRCs get accented when they a focus that answers an implicit question
(here: Which humorist?)

This prosody would imply that there were multiple (potential) humorists
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A focus account of RRC prosody could she light why some RRCs have a different
prosody:(Bresnan, 1972) argues that this depends on whether it’s object- or subject-extracted, but this doesn’t appear to

matter in the example here:

10
A: What are you hiding in your hands?
B1: It’s the FLY that bothered you.
B2: It’s the FLY that you complained about

Prominence on fly seems preferable here—unless there were multiple ones

So maybe prominence in the RRC case is also focus/context driven
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This focus account could potentially also explain the RRC bias itself:

The RRC-parse requires more unsupported assumptions about the context
(multiple potential referents; a QUD to which we get no clues)

The CC wears the QUD on its sleeve (or at least that’s what we appear
assume without a rich context, judging by the deaccentuation of the RC)

But... isn’t this just another version of Altmann et al. (1992)’s account of an
anti-RRC bias in terms of unsupported presuppositions?

And didn’t we have reasons not to believe this? (Portner, 1989; Clifton Jr and
Ferreira, 1989; Staub et al., 2018)
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Here’s the example that is often used against Altmann et al. (1992)’s
presupposition story (Clifton Jr and Ferreira, 1989; Staub et al., 2018, i.a.). You
can say the following without believing that there is more than one unicorn:

11
The unicorn that Richard saw was the only unicorn there ever was.

But note this example can naturally have prominence on unicorn—unless we
want to make salient other unicorns, fictional or imagined

This is quite compatible with the focus account of RRC prosody (and a
focus account of the bias)

Were Altmann et al. (1992) maybe on the right track, iff slightly off target?
The alternative explanation in Staub et al. (2018), cited in Guo et al., is not so plausible here: Avoid unforced filler-gap

dependencies—both CC- and RRC-parse have a filler-gap dependency! Unless elided filler-gap dependencies also count...
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What do the disambiguation effects here tell us about parsing and prominence?

A higher level conclusion:

Suppose that prosodic prominence in these stimuli helps avoid garden paths
even when no context is provided

This would imply that when parsing, we don’t just select parses based on
how likely a given structure is...

...but also on how likely the focus alternatives are that the structure implies
given the prominence pattern

I think this is quite intriguing, and goes beyond prior focus effects in sentence
parsing (e.g. Braun and Tagliapietra (e.g. 2010); Gotzner et al. (e.g. 2016); Husband and Ferreira (e.g. 2016) on parsing

focus particles or on focus and attachment Carlson et al. (2009); Carlson and Tyler (2017))
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As the previous two sections illustrated, it’s impossible to talk about any
aspect of sentence prosody without running into Fernanda’s work, or that of
her students (and in one case above her brother!)

What makes her (and their) work so important is that it freely combines
insights from different fields and methods

And how else would we ever figure out how sentence prosody works? (e.g.
by dissociating performance and competence effects as in Ferreira 1991)
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A perennial question about sentence prosody:

If prosodic constituent structure is sensitive to syntactic constituent
structure, why not just have one?And if they are distinct, how do they
relate, and why in this way?

12

a. [The woman [with [the winning bet] ] ] agreed to give us part of the money
b. [The woman [who [had won [the bet] ] ] ] agreed to give us part of the money

Do the number of right boundaries really matter here?

There are some other possible explanations for the duration difference
observed in Cooper and Paccia-Cooper (1980)
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a. [The woman [with [the winning bet] ] ] agreed to give us part of the money
b. [The woman [who [had won [the bet] ] ] ] agreed to give us part of the money

We learned from Guo et al. that RRC parses are avoided

Structure (b) is ambiguous—the RC could be restrictive or non-restrictive
(as in: Mary, who had won the bet, agreed to give us part of the money)

Could it be that some speakers took the RC to be non-restrictive? This
would explain the durational difference (see duration effects in
non-restrictive relative clauses see Poschmann and Wagner, 2016, i.a.)

Another possibility is that the increase in duration is a processing effect: the
processing of the filler-gap dependency of the RRC (cf. Staub et al., 2018)

Michael Wagner (McGill University) Prosody in sentences: Some comments 22
LabPhon 19. Hanyang University, Seoul. June 27, 2024
22 / 32



23/32

Why be skeptical about counting the number of right parentheses? Because
they often do not seem to matter

Prosodic phrasing in English is constrained by syntactic constituency, but
also very flexible

The flexibility is sometimes arguably simply due to variation in the size of
the planning window (as evidenced by pitch scaling in Ots’s paper)
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PP Attachment

Hirsch and Wagner (2015, 2016): Variable phrasing in PP-attachment:

(1) Tap the frog with the flower on the hat.

This sentence is has various readings, let’s focus here on the one that can be
paraphrased with tap the frog, using the flower, and tap it on the hat

One way to pronounce this structure is without clear intonational boundaries.

But there are other possibilities

We can think of them as choices of how much structure to ‘chew off’ the
tree at a time
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Example

Tap the frog with the flower ⋄ on the hat.

VP3

PP2

NP3

hattheon

VP2

PP1

NP2

flowerthewith

VP1

NP1

frogthetap

1 2
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Example

Tap the frog ⋄with the flower ⋄ on the hat.

VP3

PP2

NP3

hattheon

VP2

PP1

NP2

flowerthewith

VP1

NP1

frogthetap

1 2 3
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How much a speaker will ‘chew off’ in a given planning chunk
depends on many factors

The predictability of upcoming material (Turk, 2008), individual
differences in working memory (Martin et al., 2014; Swets et al.,
2014)

The complexity of the constituents (Wheeldon and Lahiri, 1997;
Griffin, 2003; Meyer et al., 2007; Wheeldon, 2012) and Ots (2024)

...and task-related cognitive demands (Wagner et al., 2010; Swets
et al., 2013) and Ots (2024)
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The most common choice for prosodic phrasing in our production
data for this structure is after the first PP
We argue that this much material is a sweet spot (and better than
just planning tap the frog
But this is actually also the most frequent realization of a more
nested structure in which the first PP attaches to the first noun
phrase, despite a different number of right brackets:

Michael Wagner (McGill University) Prosody in sentences: Some comments 28
LabPhon 19. Hanyang University, Seoul. June 27, 2024
28 / 32



29/32

...while this phrasing is not attested for the right-branching structure,
where planning that much material would violate syntactic constituency:
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This data makes sense of planning scope is variable, but constrained by
syntactic constituency

Of course, there do seem mismatches between syntax and prosody—here a
famous example (thanks to Stefanie Shattuck-Hufnagel and Alice Turk for a recent discussion of this):

13
Sesame street is presented by ⋄ the children’s television network.
(Shattuck-Hufnagel and Turk, 1996)

This constituency could be derived by right node raising—which here
facilitates incremental structure building for dramatic effect)

A recent case for revisiting syntactic assumptions behind mismatches is
made in Royer (2020)’s work on phrasing in Mayan
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But what about conversational language?

As Fernanda observes, the messy, fragmented, and disfluent stuff we actually
say conflicts with ideas about prosody based on constructed examples

A promising perspective on this comes from another student of Fernanda’s:

14

She liked the, um, the tomato.(Husband, 2015)

Husband (2015) shows compelling evidence that repairs have the same
syntactic properties as right-node-raising constructions

Michael Wagner (McGill University) Prosody in sentences: Some comments 31
LabPhon 19. Hanyang University, Seoul. June 27, 2024
31 / 32



32/32

If prosody contradicts syntax, maybe it’s telling us something about syntax
that syntacticians haven’t been able to hear

...or wanted to hear, because it leads to a very different kind of syntax

...and might end up necessitating labphon studies to test hypotheses

I personally think that what prosody is telling us is that performance
units/prosodic constituents are syntactic constituents—often despite
appearances

The prosody-syntax interface

Performance units = Syntax * Planning Constraints

Admittedly, the syntactic theory that can truly deliver on this equation
remains a promisory note—but to me it seems like something worth trying

And of course it will be only as good as the syntactic and phonological
predictions that it makes
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