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Abstract
Humans appear to be wired to perceive acoustic events rhyth-
mically. English speakers, for example, tend to perceive alter-
nating short and long sounds as a series of binary groups with
a final beat (iambs), and alternating soft and loud sounds as a
series of trochees. This generalization, often called the ‘Iambic-
trochaic Law’ (ITL), although viewed as an auditory universal
by some, has been argued to be shaped by language experience.
Earlier work on the ITL had a crucial limitation, in that it did not
tease apart the percepts of grouping and prominence, which the
notions of iamb and trochee inherently confound. We explore
how intensity and duration relate to percepts of prominence and
grouping in six languages (English, French, German, Japanese,
Mandarin, and Spanish). The results show that the ITL is not
universal, and that cue interpretation is shaped by language ex-
perience. However, there are also invariances: Duration ap-
pears relatively robust across languages as a cue to prominence
(longer syllables are perceived as stressed), and intensity for
grouping (louder syllables are perceived as initial). The results
show the beginnings of a rhythmic typology based on how the
dimensions of grouping and prominence are cued.
Index Terms: speech segmentation, prominence, intonation,
prosody, stress, phrasing

1. Introduction
Humans often impose a rhythmic interpretation on sound se-
quences when are on a time scale comparable to the acoustic
events in human language. English speakers tend to perceive al-
ternating short and long tones as series of iambs, but alternating
soft and loud tones as a series of trochees [1, 2]. This general-
ization, often called the ‘Iambic-trochaic Law’ (ITL), following
[3], also applies in speech [4, 5].

While some take the ITL to be a universal of auditory pro-
cessing [4], others found that at least the duration-side of the
ITL works differently in languages like Japanese [6, 7] , French
[5], Spanish, and Zapotec [8], suggesting that rhythm percep-
tion is shaped by language experience. This cross-linguistic
variation has been attributed to crosslinguistic differences in
word order [7] or stress-systems [5], among other factors.

The prior work on the ITL has a crucial limitation. If one
parses a sequence of sounds (e.g. iterations of the syllables
‘ba’ and ‘ga’) into binary groups, there are (at least) 4 poten-
tial percepts (e.g., BAga, baGA, GAba, gaBA). Prior research,
however, used binary forced choice tasks to investigate the phe-
nomenon. Most studies asked participants, in some way or
other, about which foot they heard (e.g., Did you hear [X x]
or [x X]? [2, 9, 4, 7], a task which confounds prominence and
grouping. Other studies, including the acquisition literature on
the ITL, used speech segmentation tasks (e.g., ‘Did you hear
baga or gaba?’) [10, 11, 12, 13, 8, 14]. This task leaves open
where prominence was perceived. Here, we ask participants
two forced choices instead, one about grouping, and one about
prominence, thereby teasing apart the two dimensions.

In English, the ITL emerges from the rational use of the
cue distribution, assuming that listeners parse the signal along
the dimensions of prominence and grouping [15]. Produc-
tion experiments have shown that in English, intensity and du-
ration correlate when they cue prominence, but anti-correlate
when encoding grouping, both in phrases [16, 17] and in words
[15]. The duration effect of grouping is due to well-known ef-
fects of word- and phrase-final lengthening [18]. Intensity cues
to grouping anti-correlate with duration because intensity de-
creases throughout phrases and words, and resets at the begin-
ning of a new phrase [19, 16, 17] or word [15]. These effects
do not reduce to utterance-level downdrift. They are related to
initial strengthening [20], but go far beyond their effect on the
first segment. The ITL can hence be accounted for as follows
[15]: Listeners perceive an exceptionally long sound as final
and prominent, leading to the percept of iambs; and an excep-
tionally loud sound as as initial and prominent, leading to the
percept of trochees.

Here, we report on a crosslinguistic comparison between
six different languages of how such speech sequences are per-
ceived: European French, German, Japanese, Mandarin, Mexi-
can Spanish, and North American English. The goal is to repli-
cate the English results in [15], and to extend this work to es-
tablish the beginnings of a rhythmic parsing typology, by quan-
tifying how listeners of different languages parse the signal for
prominence and grouping.

Intuitions about rhythmic differences between languages
have long been reported, but attempts to quantify these have
encountered difficulties. For example, the intuition that there
are syllable-timed and stress-timed languages has been argued
to be due to a confluence of several orthogonal dimensions
of variation, such as variation in syllable complexity and de-
gree of vowel reduction [21]. Existing quantitative measures
of rhythm (e.g. [22]) have been criticized as tapping phonotac-
tics or phonemic differences rather than what we intuitively call
‘rhythm (see [23], i.a.). The typology based on the parsing of
the dimensions of grouping and prominence proposed here may
provide a better quantitative map of cross-linguistic differences
in what we might intuitively want to call ‘rhythm.’

2. Methods
We conducted six perception experiments, one for each lan-
guage, using the ProsodylabExperimenter [24], a javascript tool
which makes use of JsPsych [25] to facilitate running online ex-
periments. Participants listened to sequences of syllables, and
then answered questions. They were recruited on the crowd-
sourcing website Prolific (English, Spanish, French, German)
and Crowdworks (Japanese). Mandarin speakers were recruited
by the third author through social media in China and among
McGill students. In English, we ran 54 participants (23 fe-
male/mean age 33/mean years of musical training 1.9); German:
59 (17/31/2); French 48 (13/29/1.9); Spanish 50 (12/26/1.2);
Mandarin 18 (13/23/2.0); Japanese 57 (28/42/1.4). All instruc-
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tions were in the language under study.
The sound sequences were modeled after [10, 8, 14, 15] and

alternated the syllables ba and ga. To create the sequences, we
synthesized the two syllables ba and ga using Amazon Polly.
We used a Praat [26] script to create syllable sequences out of
these. We first scaled each syllable to an average intensity of
70dB, a length of 240ms, and a constant pitch at 100Hz. The
syllables were then concatenated to from the base-words baga
and gaba. To create a particular speech sequence, we then ma-
nipulated the syllables in these words for intensity (increasing
average intensity by 0, 3, 6, or 9dB) and duration (increasing
duration by 0, 40, 80, or 120 ms). Each cue was manipulated
only on one of the two syllables of the word for a given word.
So a given syllable could be 3 steps louder than the other, or
three steps softer, creating a 7-point scale, and similarly for du-
ration, for a total of 49 different manipulations of each baga and
gaba. Sequences were created out of these words by repeating
the manipulated word 12 times. We added a fade-in ramp at
the beginning of the sequence (based on a half-cosine function),
and superimposed white noise, which faded out while the sound
sequence faded in, in order to decrease order effects. Each par-
ticipant encountered both the gaba and baga baseline, and one
version of each of the other 48 manipulation steps, 25% from
the baga set, and 25% from the gaba set, for a total of 50 trials.

On each trial, listeners had to answer two binary forced
choice questions. Half the participants were first asked Which
word did you hear? with choices baga and gaba. And then
Which syllable in the word did you hear as prominent?, with
choices BAga or baGA, if they responded baga to the first ques-
tion. The other half answered the questions in the opposite or-
der. We varied the order of the answer buttons for each question
randomly between participants, but used the same order within
participant to avoid confusion.

For English, Spanish, and German, ‘prominence’ was ex-
plained as lexical word stress. For the other languages, we ex-
plained prominence based on an an example involving contrast,
which was illustrated using minimal pairs that differed in their
first or second syllable respectively.

Listeners also filled out a language questionnaire before
the experiment, as well as a music questionnaire and post-
experiment questionnaire asking about what they thought the
experiment was about. They also participated in a modified ver-
sion of head-phone screener task in [27] to ensure they were
actually wearing headphones, as we requested. We do not have
the space to report on the questionnaire results here. All ex-
periments, except for the one on German and Mandarin, were
preregistered on OSF, as part of the project https://osf.io/v25kd/.

3. Results
The results, illustrated in Figure 1, replicate the perception find-
ings [15] for English, but also extend them to 5 more lan-
guages. We see that in English, listeners make consistent promi-
nence choices when intensity and duration correlate, since in
that case there are consistent cues for prominence (bottom left
and top right corner of heatmap), and are closer to chance when
they anti-correlate, leading to a ‘diagonal of uncertainty’ in the
heatmap (response proportions at 50% are colored green).

When the cues anti-correlate, intensity and duration give
consistent cues for grouping (top left and bottom right corner of
heatmaps), while responses are closer to chance when the two
cues correlate, leading to a diagonal of uncertainty perpendicu-
lar to the one observed for prominence.

Similar patterns are observed crosslinguistically, but the im-

portance of each cue for a particular decision varies to some
degree. For example, duration plays less of a role in cueing
grouping in Japanese and Mandarin.

We can reconstruct the foot choice (Iamb or trochee?) from
the grouping and prominence decision. The original ITL pat-
tern is observable in the plots for the foot decisions in English
and German, where extreme manipulations of only duration (the
end points of the middle rows of the heatmaps) lead to iambic
responses, and extreme manipulations of only intensity (the end
points of the middle columns) to a trochaic pattern. The ITL
pattern is not attested, however, in the other languages, and
overall mostly trochees were perceived. The most extreme case
was Japanese in this regard. The choice between iamb and
trochee shows little systematicity compared to the highly sys-
tematic prominence and grouping decisions. Instead, the data is
better understood as the result of the grouping and prominence
decisions.

We fit logistic ME regression models for the prominence
and grouping decision for each language using the R-package
lme4 [28], summarized in Tables 1 and 2. Predictors were
scaled in order to make effect sizes comparable across differ-
ent cues, and dependent variables were scaled to make effect
sizes comparable across models.

We see that intensity and duration significantly affect both
decisions in all languages, except that duration was not signif-
icant as a predictor of the grouping decision in Japanese and
Mandarin. The direction of all coefficients for intensity and du-
ration for each decision was the same across languages, with
one exception: There was a very small, non-significant coeffi-
cient in the opposite duration for intensity in the grouping deci-
sion in Japanese. The size of the effects, however, varies sub-
stantially by language.

In all languages, the grouping decision (baga.vs.gaba in the
model) is a significant predictor of the prominence decision, and
the prominence decision (ba.vs.ga) is a significant predictor of
grouping. This is an interesting difference to the results reported
in [15], where the decisions also informed each other, but only
by way of an interaction. Our fade-in manipulation did not com-
pletely remove order effects, since there was a significant effect
of underlying syllable order (ba.vs.gaStart) on grouping in all
languages.

We visualized the differences between languages by plot-
ting the coefficients from the models for both decisions in each
language in Fig. 2. While cue interpretation across languages is
not universal, the plots illustrate that the effect of intensity on
the grouping decision, and the effect of duration on the promi-
nence decision, are comparatively consistent across languages.

To assess whether the apparent language differences were
significant, we fit an Omnibus model that included interactions
of various predictors with Language, which we do not report
in full due to lack of space. This model included interactions
between Language and intensity and Language and duration, as
well as the underlying order (baga vs. gaba). The effect of
duration on prominence perception was significantly different
from English only in German, where it was bigger; the effect
of intensity on prominence was significantly different from En-
glish only in Japanese, where it was bigger.

With respect to grouping, the effect of duration on grouping
was significantly different from English in Spanish (replicating
findings in [14]), Mandarin, and Japanese (in all three, the effect
was in the same direction but smaller in size). The effect of in-
tensity on grouping was not significantly different from English
in any language, but approached significance in German (p <
0.055), where the trend was that the effect was bigger.

2657



4. Conclusions
Our results replicate the perception results for English reported
in [15]. The ITL pattern is observed in English and German,
but not in the other languages. Foto choice in general did not
relative in straightforward to the cues under investigation. This
is compatible with the conclusion in [15], that the notions of
iamb and trochee are epiphenomenal to the explanation of the
ITL. A much clearer pattern emerges when looking at how the
cues convey the dimensions of prominence and grouping. There
was cross-linguistic variation in how intensity and duration are
interpreted, but also some consistency. All languages had a size-
able effect in the same direction for how duration affects promi-
nence, and how intensity affects grouping.

In all languages the two decisions mutually influence each
other, as expected if grouping and prominence provide compet-
ing explanations for the cues. This is similar to other perceptual
domains, for example judgments about the size and distance of
an object, which mutually inform each other, since they ‘ex-
plain’ overlapping aspects of the incoming cues, even if they
are in principle orthogonal dimensions.

If these results hold up crosslinguistically, they have impor-
tant implications. Prosody has been argued to help solve the
bootstrapping problem that language learners face when trying
to parse the signal into words and phrases (e.g. [29]). Given the
results here, learners could use the more invariant cue (dura-
tion for prominence; intensity for grouping) to parse the signal.
This could also help explain why adults can segment speech into
words even in languages they don’t know [30]. Syllabification
from the signal is already possible (e.g. [31]), and taking cue re-
lation into account might make it possible to parse the syllables
along the dimensions of grouping and prominence in addition.

The results shed new light on existing findings about the ac-
quisition of the ITL. ITL-effects for intensity have been found
to be cross-linguistically more robust and acquired earlier com-
pared to duration effects [11, 12, 13, 32, 33, 34]. However,
these results are largely based on speech segmentation tasks,
which tap grouping, where we found intensity to be more ro-
bust. Maybe early on, children interpret duration mostly as a
cue to prominence, and intensity as a cue for grouping.

The mutual influence of grouping and prominence deci-
sions suggests that segmenting speech into words, whether by a
language learner or an AI algorithm, may actually be easier if
one tries to parse for prominence at the same time. This is con-
sistent with the finding in [35] that making assumptions about
stress helps with speech segmentation. However, the particu-
lar proposal [35], that each word in a language carries a single
stress, is not realistic even for English, since word often have
multiple stress and sometimes carry more than one pitch ac-
cent. Rather than ‘building in’ a particular assumptions about
the number of stresses per word, it might be sufficient to build
in the prior assumption that grouping and prominence (possibly
along with other dimensions) are what we listen for when lis-
tening to speech. The cue distribution for each dimension could
be established based on single-word or single-phrase utterances,
and then extrapolated to more complex utterances.

The experiments had various limitations. First, we have
only looked at a few languages, and a broader typological per-
spective has to be taken to come to firmer conclusions. Second,
we used the same stimuli across languages, which were origi-
nally designed based on English. They will probably not sound
native-like in other languages. Third, we looked at intensity
and duration, but there are also pitch and spectral cues for both
prominence and grouping, which would deserve equal attention,

even if they are not part of what is referred to as the ITL, and
we also did not manipulate pause duration between sounds. It
might also be worthwhile to consider alternative measures of
vocal effort than intensity, since intensity is subject to large and
irrelevant variation in more realistic listening conditions. There
are also methodological limitations, given differences in recruit-
ment and sample size, especially with respect to Mandarin.

Finally, our results do not provide any insight yet as to why
the languages differ in the way they do. [7] argued in a head-
final language like Japanese, there are more constituents with
a long-before-short pattern compared to English, hence length
will be interpreted a cue to initiality rather than finality. This
is compatible with the new finding here that the difference be-
tween English and Japanese indeed resides in the grouping di-
mension. Earlier studies used the foot choice task, which con-
founds grouping and prominence. This account assumes that
based on contingent properties of the given language, a given
cue may convey opposite information about a particular source,
in this case grouping.

Another possibility, however, is that differences arise be-
cause listeners attribute aspects of the signal to different
sources. How cues are interpreted has been found to depend on
linguistic background, even in non-speech stimuli. For exam-
ple, pitch modulates the percept of duration differently crosslin-
guistically [36]. Such differences may reveal that cues can be
attributed to different explanations. For example, when judg-
ing the duration of a stimulus, speakers might attribute some
proportion of the length to the effects of the intonational tune,
which they might regard as task irrelevant. Whether a given
cue (for example pitch), will be disregarded in a duration esti-
mation task may depend on the effect of intonation on duration
in the language, or conversely on whether pitch is used as a
cue to phonemic length. In our experiments, duration may be
disregarded as a cue to grouping or prominence because it is in-
terpreted as conveying phonemic information. Japanese distin-
guishes short and long vowels, or rather vowels that are mono-
moraic versus bi-moraic. Surplus length could be attributed to
bi-moraic vowels instead of grouping. If these are perceived
as more prominent, this would leave duration effects on promi-
nence intact. In Mandarin, length might be attributed to the
effect of lexical tone [37], rather than as a cue to grouping. So
depending on the linguistic structures present in their language,
listeners might posit different ‘auditory descriptions’ [38] that
explain the signal. Some of these confounds can be controlled
more easily in production studies, and we are currently con-
ducting nonce-word production studies, similar to the English
production study reported in [15], to see whether the cue distri-
bution in production matches the effects in perception in a given
language.

Does the emerging parsing typology based on grouping and
prominence cues capture the notion of rhythmic differences be-
tween languages? While it may be that linguistic rhythm is re-
ally just a metaphoric extension of ‘true’ musical rhythm, as
argued in [39], we think that the combination of prominence
and grouping at least captures a core ingredient of what we ex-
perience as rhythm when we listen to speech.
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English German French Spanish Mandarin Japanese
(Intercept) 0.10 (0.07) −0.03 (0.09) −0.22 (0.07)∗∗ −0.12 (0.08) 0.24 (0.14) −0.15 (0.09)
baLouder −0.17 (0.04)∗∗∗ −0.06 (0.03)∗ −0.21 (0.04)∗∗∗ −0.15 (0.04)∗∗∗ −0.13 (0.05)∗∗ −0.32 (0.05)∗∗∗
baLonger −0.41 (0.05)∗∗∗ −0.64 (0.06)∗∗∗ −0.40 (0.06)∗∗∗ −0.35 (0.07)∗∗∗ −0.60 (0.13)∗∗∗ −0.39 (0.06)∗∗∗
baga.vs.gaba 0.93 (0.11)∗∗∗ 1.17 (0.11)∗∗∗ 0.78 (0.11)∗∗∗ 0.82 (0.10)∗∗∗ 0.75 (0.19)∗∗∗ 2.74 (0.13)∗∗∗
ba.vs.gaStart 0.12 (0.09) 0.19 (0.09)∗ −0.05 (0.09) −0.10 (0.09) 0.17 (0.17) −0.27 (0.10)∗∗
baLouder:baga.vs.gaba −0.01 (0.05) −0.08 (0.05) −0.04 (0.05) 0.04 (0.05) 0.07 (0.09) 0.04 (0.06)
baLonger:baga.vs.gaba −0.06 (0.05) 0.00 (0.06) 0.02 (0.06) −0.04 (0.05) 0.17 (0.10) −0.02 (0.06)
∗∗∗p < 0.001; ∗∗p < 0.01; ∗p < 0.05

Table 1: Logistic ME models for prominence decision. Fixed effects included intensity and duration step, and their interaction with the
grouping decision. A random effect for participant included slopes for intenisty and duration.

English German French Spanish Mandarin Japanese
(Intercept) −0.07 (0.09) 0.11 (0.15) −0.29 (0.09)∗∗ −0.23 (0.12) −0.33 (0.14)∗ −0.91 (0.19)∗∗∗
baLouder −0.27 (0.03)∗∗∗ −0.45 (0.05)∗∗∗ −0.22 (0.04)∗∗∗ −0.26 (0.03)∗∗∗ −0.31 (0.04)∗∗∗ −0.26 (0.05)∗∗∗
baLonger 0.56 (0.09)∗∗∗ 0.63 (0.09)∗∗∗ 0.41 (0.07)∗∗∗ 0.24 (0.06)∗∗∗ 0.10 (0.15) −0.03 (0.10)
ba.vs.ga 0.89 (0.11)∗∗∗ 1.16 (0.12)∗∗∗ 0.80 (0.11)∗∗∗ 0.82 (0.11)∗∗∗ 0.68 (0.19)∗∗∗ 2.82 (0.14)∗∗∗
ba.vs.gaStart 0.47 (0.09)∗∗∗ 1.16 (0.10)∗∗∗ 0.65 (0.10)∗∗∗ 0.41 (0.09)∗∗∗ 1.25 (0.17)∗∗∗ 0.18 (0.11)
baLouder:ba.vs.ga −0.05 (0.05) −0.18 (0.05)∗∗∗ −0.06 (0.05) −0.05 (0.05) 0.11 (0.09) −0.02 (0.06)
baLonger:ba.vs.ga −0.02 (0.06) 0.13 (0.06)∗ 0.04 (0.06) −0.04 (0.05) 0.26 (0.10)∗∗ −0.04 (0.07)
∗∗∗p < 0.001; ∗∗p < 0.01; ∗p < 0.05

Table 2: Logistic ME models for grouping decision, which additionally includes the underlying syllable order (ba.vs.gaStart).

Figure 1: Responses for each language for the prominence and grouping decisions, and the foot decision reconstructed from those two
responses. The heatmap uses color scheme from dark red (100%) via green to dark blue (0%). The degrees of shading are color-blind
compatible, but the polarity (above or below 50%) will be lost. Zoom in for actual proportions

Figure 2: The coefficients from logistic MER models for the individual languages. Coefficients correspond to the predicted change in
log odds given a unit change in intensity/duration. Duration (x-axis) and intensity (y-axis) coefficients are shown for the prominence
decision (left) and the grouping decision (right). Error bars show 2*se estimated by the logistic models.

2659



6. References
[1] T. L. Bolton, “Rhythm,” The American Journal of Psychology,

vol. 6, no. 2, pp. 145–238, 1894.

[2] H. Woodrow, “A quantitative study of rhythm: The effect of vari-
ations in intensity, rate and duration,” Archives of Psychology,
no. 14, pp. 1–66, 1909.

[3] B. Hayes, Metrical Stress Theory: Principles and Case Studies.
Chicago: University of Chicago Press, 1995.

[4] J. F. Hay and R. L. Diehl, “Perception of rhythmic grouping:
Testing the iambic/trochaic law,” Perception and Psychophysics,
vol. 69, no. 1, pp. 113–122, 2007.

[5] A. Bhatara, N. Boll-Avetisyan, A. Unger, T. Nazzi, and B. Höhle,
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